Summary Statistics
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I ntroduction

In the preceding chapter, we studied the frequency distribution of a data set with stem-and-|eaf plots and frequency
tables. Although those techniques were very useful, they did not allow us to make concise statements about the
distribution as awhole. To do this, we need numerical summary measures of the data (“summary statistics’). Taken
together, such measures provide agreat deal of information about a data set.

Toillustrate these type of summary measures, |et us consider as a simple data set consisting of the following ten age
values:

21 42 5 11 30 50 28 27 24 %2
In discussing these data, let:
n represent the sasmple size (e.g., n = 10)
Xrepresent the variable (e.g., AGE)

x. represent the value of the i™ observation (e.g., x, = 21)

The symbol S (capital “sigma’) isthe summation sign, indicating all values should be added. For theillustrative data
Set, SX; =X, + X, + X5 + X+ Xg+ Xg+ X+ Xg+ Xg+X0=21+42+5+11+ 30+ 50+ 28+ 27 + 24+ 52 = 290.
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M easures of Central L ocation

M ean

When mentioned without specification, the term mean refersto the arithmetic average of a data set. Statisticians
refer to two different types of means (arithmetic averages). The population mean and the sample mean.

The population mean (p; pronounced “mu”) is:
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where Sx represents the sum of all valuesin the population and N represents the population size. For example, the
sum of all values(Sx) for ageslisted in Appendix 1is 17,703 and the population size (N) is 600. Therefore, the
population mean age (,qe) = 17,703/ 600 = 29.505.

Although knowledge of the population mean is often valuable, it is often difficult (or impossible) to get information
on the entire population. Thisforces usto study the population mean indirectly, through the sample mean. The
sample mean (X; pronounced “x bar”) is:

X = a x (32)
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where Sx represents the sum of all values in the sample and n represents the sample size. For theillustrative data
set, Sx, = 290 and n = 10. Therefore, x =290/ 10=29.0.

Notice that the operations specified in Formula 3.1 and Formula 3.2 are identical; they both tell you to add all the
values and divide by the number of observations. Therefore, whether you are addressing a popul ation mean or
sample mean is based on whether the data are thought to represent all possible values you are interested in (in which
case you are dealing with ) or only a subset of all possible values of interest (in which case you are dealing with X).
Since we rarely have dataon all possible values, we are usually calculating X, i.e., werarely calculate p directly.

Interpretation of themean: Most peopleintuitively know how to interpret an mean (arithmetic averages). However,
there are additional insights you may wish to keep in mind.

First, the mean of adistribution representsitsgravitational center. Thatis,themean o ¢ ® o a0 e @
iswhere the distribution would A
balance if placed on a“numerical scale” (figure, right).

Mean

Second, the population mean is often called the expected value, because if you were
to select one observation at random from the popul ation, the popul ation mean would provide a reasonable
expectation for that value.

Third, the sample mean agood reflection of several different things that you might want to know. It isa good
reflection of individual value drawn at random from the sample. It is also agood reflection of an individual value
drawn at random from the population. Finally, it is a good estimate of the population mean.



Reporting statistical results: Statistical results should be rounded before they are reported. In general, your final
results should be reported to one decimal beyond theinitial precision of the data. For example, if ageis measured to
the nearest year, the mean age should be reported to the nearest tenth of ayear (e.g., 29.0 years). To attain one
decimal place accuracy for amean, intermediate cal culations should carry at least three decimal places. Also, aways
indicate the units of measures when reporting statistics. For example, the mean age of the sample is 29.0 years (Not
just “29.0").
Median
An other type of measure of central location (“average”) isthe median.

The median isthe value that is greater than or equal to half of the values in the data set.

To determine the median, data are ordered from low to high, forming anordered array. The ordered array for the
illustrative datais:

5 11 21 24 27 28 30 42 50 52
The distance from the lowest value in the ordered array to any point in the array isreferred to asdepth.

. n+1
The median has a depth of — (3.3

For theillustrative example (n = 10), the median has adepth of (10 + 1) / 2 =5.5. Since thisisanon-integer, the
median falls between two values. In such instances, the median is the average of the adjacent values. For the
illustrative data set, the median is the average of 27 and 28, or 27.5.

275
5 11 21 24 27 | 28 30 42 50 52
When n isodd, the depth of the median will be an integer. For this data set:
4 7 8 11 12

n =5 and the median has adepth of (5 + 1) / 2 = 3. Therefore, the median of this second data set is 8.

Mode

The mode, the last type of average we will consider, isthe most frequently occurring value in a data set. For
example, inthedataset{4, 7,7, 7, 8, 8, 9}, themodeis 7, since 7 appears three times in the data set.

When each value of a data set occurs only once, the data set has no mode. For example, the data set {5, 11, 21, 24,
27,28, 30, 42, 50, 52} has no mode.

When data sets are small to moderate in size, the mode israrely used.

SPSS: Means, medians, and modes are computed with the Anal yze | Descriptive Statistics |
Expl or e command.



Comparison of the Mean, Median, and Mode

The mean, median, and mode are equivalent when the distribution is unimodal and symmetrical. However, with
asymmetry, the median is approximately one-third the distance between the mean and mode;

(A) Symmetrical

Mode
(B) Positive Skew Meap;ld\ian (B) Negative Skew
N o <
Mode | Mean Mea/n Mode
Median Median

One might then ask which of these statisticsis best when asymmetry exists. Although thereis no prescriptive
formulato answer this question, there are some advantages and disadvantages to each measure of central location.

First, the mean offers the advantages of familiarity and efficiency. It also has atheoretical advantage when making
inferences about a population. (Thistheoretical advantage will be covered in Chapter 5.) However, the meanisis

mar kedly influenced by asymmetry and outliers. In such circumstances, it is prone to misinterpretation. An often
cited example of thisisthetypical salary of employees, where the salary of highly paid executives skews the average
income toward a misleadingly high value. Another exampleis the average price of homes (in which case high priced
homes skew the datain a positive direction). In such circumstances, the median islesslikely to be misinterpreted,
and istherefore the preferred measure of central location.

A procedure used to diagnose asymmetry is to compare the mean and median of adistribution. When the mean is
greater than the median, we have evidence of a positive skew. When the mean is about equal to the median, the
distribution is symmetrical. When the mean is less than the median, the distribution has a negative skew:

mean > median — positive skew
mean @median — symmetry
mean < median — negative skew



Quartilesand Other Markerson the Distribution

Quartiles

A quantileis any of several ways of dividing the total number of observationsinto equally sized groups (i.e., each
group having the same number of observations). For example, dividing the data up into four equally sized groups
resultsin atype of quantile called quartiles: thefirst quartile marks the bottom quarter of the data, the second
quartile marks the middle of the data set (the “second quartile” and median are synonymous), and the third quartile
cuts off the top quarter of the data sets.

A general recipefor finding quartiles (according to Tukey’s method) is:

(A) Put thedatain rank order (i.e., create an ordered array).

(B) Divide the datainto two groups by finding its median.

(C) Find the median of the low group. Thisisthefirst quartile (Q1)
(D) Find the median of the high group. Thisisthe third quartile (Q3)

For theillustrative data:

5 11 21 24 27 28 30 42 50 52

| | |
Qa m @8

Themedianis27.5. The“low group” consisting of {5, 11, 21, 24, 27} hasamiddle value of 21. Thisisthefirst
quartile (Q1). The “high group” is{28, 30, 42, 50, 52} . The middle value of the high group is42. Thisisthethird
quartile (Q3) of the data set.

Consider this second illustrative example:

1.47 2.06 2.36 3.43 3.74 3.78 3.94

I I I
Q medi an (0¢}

Here, nisodd. The medianis 3.43, asmarked. When the median represents an actual value (i.e., wheren is odd),
include it in both the low group and high groups when splitting the data. Therefore, the “low group” is{1.47, 2.06,
2.36, 3.43}. The middle of thislow group (Q1) isthe average of 2.06 and 2.36, or 2.21. The“high group” is: {3.43, 3.74,
3.78, 3.94} . The middle of this high group (Q3) isthe average of 3.74 and 3.78, or 3.76.

Per centiles

Another important type of quantile isthe percentile. Percentiles divide adata set into 100 equally-sized groups.
Therefore, percentilesindicate the percentage of values|ocated below agiven value. A good definition for a
percentileis, the p™ percentile is the value that is greater than or equal to p percent of other data points.

Notice that the 25th percentileis greater than or equal to 25 percent of the data points. Thisis synonymous with Q1.
The 75th percentile is greater than or equal to 75 percent of the data points. Thisis synonymous with Q3.

Notice that in alarge data set, the cumulative relative frequency of adata set isits percentile. For example, a
cumulative relative frequency of 95% is greater than or equal to 95% of the data points. It is therefore the 95th
percentile of the data set. We will not learn how to extrapol ate percentilesin small data sets.



Five-Point Summaries
A good picture of adistribution can be achieved by listing its:

*  Minimum (QQ)

*  First quartile (Q1)

* Median (Q2)

*  Second quartile (Q3)
*  Maximum (Q4)

This divides the data set up into four equally sized segments and is called afive-point summary. The five-point
summary for the main illustrative data set in this chapter (data on page 1, cal culations throughout the chapter) is 5,
21,275,42,52.

Boxplot

The box-and-whiskersplot (“boxplot” ) is agraphical technique that displays afive-point summary and potential
outliers. The box of a boxplot shows the location of Q1 and Q3. A linein the box locates the median. Whiskers
extend from the top of the box and from the bottom of the box showing high and low values. A procedure for
constructing aboxplot is:

(A) Draw alinear axisthat coversthe range of values. (Use graph paper!)
(B) Next tothisaxis, draw abox extending from Q1 to Q3.

(© Insidethe box, draw aline that locates the median.

(D) Then, calculate theinterquartile range (IQR) as:

IQR=Q3- Q1 (3.4)

From this, calculate the lower fence and upper fence asfollows:

Fence|guer =Q1- (15)(IQR)

Fenceypper = Q3+ (19)(1QR) (35)

(E) Determineif there are any values above the upper fence or below the
lower fence. If there are any such values, plot these as separate
points on the graph. These are called outside values. o

(F) If there are no outside values, whiskers are drawn from the upper
extent of the box (“upper hinge”) to the maximum, and from the lower
extent of the box (“bottom hinge™) to the minimum. If there are
outside values, the lower whisker extends from Q1 to the smallest w0
value still within the lower fence (lower inside value). The upper
whisker extends from Q3 to the largest value still within the upper
fence (upper inside value).

For theillustrative data, the box extends from Q1 (21) to Q3 (42). A linein 0
the box locates the median at 27.5. The IQR=42- 21 =21, so Fence e =
42 + (1.5)(21) = 73.5. No value is more than 73.5, so there are no outside



values on thetop. Therefore, the upper whisker is drawn from Q3 (42) to the maximum (52). Fence, . =21- (1.5)(21)
=- 10.5. Novalueislessthan 10.5, so there are no outside val ues on the bottom. The lower whisker is drawn from
(Q1) 21 to the minimum (5). Thefinal boxplot is shown in the figure to the right.

I nterpretation:

* The box contains the middle 50 percent of the data.

« The position of the median and the box itself identify the center of the distribution.

« Thelength of the box is called the “hinge spread” (solid vertical linein the previousfigure). Thisprovidesa
visual representation of the spread of the distribution. A lessreliable measure of spread isthe “whisker
spread” (dotted vertical linein the previous figure).

« Thesymmetry of distribution can be judge by the position of the median within the box and box within the
whiskers. Also, the presence of outside values toward one side of the box suggests asymmetry.

Judgements about a distribution work best when the sampleislarge to moderatein size.
Boxplot lllustrative Example 2:
Let uslook at an additional data set to illustrate boxplots. Data are:
3 21 22 24 25 26 28 29 31 51
(ll) (Ijl madilan (|33 (|34
The five-point summary is. 3, 22, 25.5, 29, 51. TheIQR=29- 22=7.
The Fencey e =29 + (1.5)(7) = 39.5. Therefore, thereisone outsidevalueonthe 60
top (51). Thisoutside value is plotted separately. The next highest value, 31, is

inside the fence, thus delineating the upper inside value. The upper whisker is 504 ®
drawn from Q3 (29) to thisvalue (31).

40
TheFence,_ .. =22- (1.5)(7) = 11.5. There is one value outside of thisfence (3).
This point is plotted separately. The next lowest value, 21, isthe inside value on the 30, s B
bottom, thus demarcating the lower whisker. The lower whisker extends from Q1
(22) to the lower-inside-value (21). The boxplotisshowninthefiguretotheright. =S ——
104

SPSS: Boxplots are produced with the Anal yze | Descriptive Statistics | Expl ore command.



M easur es of Spread

Variance

“Spread” refersto the dispersion of data points around the data set’s center. There are several waysto quantify
spread, the most common being the variance and standard deviation.

To understand these statistics, it hel psto understand what is meant by adeviation. The deviation of adatapointis
its difference from the mean:

deviation; = x - X (3.6)

For example, the very small dataset {1, 3} hasamean of 2 and deviationsof (1- 2)=- 1and (3- 2) =+1,
respectively.

Although the sum of these deviations may seem like agood basis for ameasure of spread, sums of deviations will
always equal zero (e.g., for theillustrative example above, the sum of the deviations=- 1 + 1 =0). Therefore, the sum
of the deviations can not be used to measure spread. To get around this problem, statisticianssquare the deviations
before summing them. This statistic, known asasum of squares (SS), is:

(% - X)° 3.7)
1
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For example, the sum of squaresfor thedataset {1, 3} is(1- 2)2+(3- 22=1+1=2

The variance of the data can now be cal culated. We have two formulas for variances. The population variance (s2;
pronounced “sigma sguared”) is:

(3.8)

Notice that hisisthe mean sum of squares. However, since we rarely have data on the entire population, we usually
must calculate the samplevariance, whichiis:

_ SS
" (n- 1)

SZ

For the main illustrative data set in this chapter (i.e., the dataset inwhichn = 10 and X =29.0), SS=(21- 29)2+ (42
- 292+ (5- 292+ (11- 29)2+ (30- 29)2+ (50- 292+ (28- 29)2+ (27 - 292+ (24- 29)2+ (52- 29)2 = 2134, and =
2134/(10- 1) =237.1111.

One problem with the varianceis that it carries unitssquared. For example, the variance of theillustrative datais
237111 year s2 Thismakesit difficult to interpret (since we don’t think in squared units). To get around this problem,
we take the square root of the variance. Thisis called the standard deviation.



Standard Deviation

The standard deviation (syn: “root mean square”) is simply the square root of the variance. The population standard
deviation (s) isthe square root of the population variance:

=Js? = \/% (39)

The sample standard deviation (S) is the square root of the sample variance:

g= \/5_2: f SS (3.10)
n-1

The standard deviation of theillustrative example = sqrt(237.1111 years?) = 15.4 years. By square-rooting the
variance, units of “years squared” convert to “years’.

Interpretation: Interpreting a standard deviation is not as easy as, say, interpreting a mean. One thing to keepin
mind isthat big standard deviations are associated with big “spreads’ and small standard deviations are associated
with small data spreads. For example, if the standard deviation of the age of two population are 15 years and 2 years,
respectively, it can be safely said that the first population has much more age variability than the second population.

But how do weinterpret a single standard deviation? One way is to indicate the percent of datathat iswithin a
specified number of standard deviations of the mean. We have two rules for applying this approach. Thefirst rule
applieswhen thedistribution isnormal .* When thisis the case, we can say:

« about 68% of theall valueswill liewithin 1 standard deviation from the mean. These boundariesare 1 £ s.
« about 95% of al valueswill lie within 2 standard deviations from the mean. These boundariesare 1 £ 2s.
« nearly al valueswill lie within 3 standard deviations from the mean. These boundariesare 1 + 3s.

For example, if we assume that ages of a population are normal distributed (possibly, a bad assumption) with amean
() of 30 and standard deviation (s) of 10, then 68% of the population will be in the age range 30 + 10 (20 to 40), 95%
will beinthe age range 30 + 20 (10 to 50), and nearly all will be in the age range 30 + 30 (0 to 60).

For digtributionsthat are not normal, Chebyshev'srule applies. Chebyshev’ srule states:

* at least 75% of the values lie within 2 standard deviations from the mean
« at least seven-eighthslie within 3 standard deviations from the mean

For a population with amean age of 30 years and standard deviation of 10 years, for instance, we know with that at
least 75% of the valuesliein therange 30 £ 20 (10 to 50) and at least seven-eighthslieintherange 30+ 30 (0 to 60)

! The normal distribution will be introduced in the next chapter. For now let us note that a normal
distribution is bell-shaped and is neither too flat nor too peaked (“mesokurtotic”).



Thelnterquartile Range

Theinterquartile range (IQR) isameasure of spread based on a distribution’s quartiles. Recall that quartile one (Q1)
isthe 25" percentile of adataset. Quartile 3 (Q3) isthe 75" percentile of the data set. (Page 3.5 discussed how these
statistics are calculated.) The interquartile rangeis simply the difference between these quartiles:

IQR=Q3- Q1 (3.11)

For theillustrative data, Q1 = 21 and Q3 = 42. Therefore, IQR = 42- 21=21.

Theinterquartile range is related to the median, and isrelatively unaffected by outliers. It is, therefore, a“robust”?
measure of spread.

I nterpretation: The IQR contains the middle 50 percent of data. Groups with large IQRs have greater variability than
groups with smaller IQRs.

A good way to compare IQRs is with side-by-side boxplots of
groups. For example, in thefigureto theright, it is clear that
Group 1 has greater variability than Group 2. ” EEEm—

AGE

1.00 200

Group

SPSS: Although interquartile ranges are reported in output from SPSS' sAnal yze | Descriptive
Statistics | Expl ore command, these IQRsshould beignored. (They will differ from your hand
calculations.)

2 The term robust impliesthat it isrelatively resistant to the influence of outliers and distributional
asymmetry.



